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Introduction to the project:  

Broadening current approaches to data justice 

The Advancing Data Justice Research and Practice project aims to widen the lens of current thinking around data 

justice and to provide actionable resources that will help policymakers, practitioners, and impacted communities 

gain a broader understanding of what equitable, freedom-promoting, and rights-sustaining data collection, 

governance, and use should look like in increasingly dynamic and global data innovation ecosystems.  

Before the advent of data justice research several years ago, prevailing approaches to data ethics and 

governance tended to frame issues surrounding the societal impacts of datafication and the increasing 

pervasiveness of data-intensive technologies almost exclusively in terms of data protection, individual rights, 

privacy, efficiency, and security1. They likewise tended largely to focus on building technical solutions to potential 

harms rather than on interrogating the social structures, human choices, and sociotechnical practices that lie 

behind the myriad predicaments arising out of an ever more “datafied society”.  

The first wave of data justice scholarship—emerging in the pathbreaking work undertaken by the Data Justice 

Lab at Cardiff University and the Global Data Justice project at the Tilburg Institute for Law, Technology, and 

Society—sought to move beyond these limitations by situating the ethical challenges posed by datafication in the 

wider context of social justice concerns. This meant that data justice research could overcome tendencies in the 

field of data ethics and governance to dwell in subject-centred abstractions about individual privacy, negative 

liberty, and algorithmic fairness by becoming more responsive to the real-world conditions of power asymmetries, 

inequality, discrimination, and exploitation that have increasingly come to define the “data-society nexus”2. It also 

meant that globally impacting issues surrounding equitable access to representation through data as well as 

interests in the just distribution of the benefits of data use and the actualisation of social freedom could be brought 

to bear in considerations of the social consequences of ubiquitous datafication3.    

Despite the major gains in understanding and insight generated by this first iteration of data justice research, 

some have pointed to significant limitations. For instance, the initial focus of data justice research on surveillance, 

informational capitalism, and the “political economy of data”4 has been seen to lead to an overly information-

centric and economistic narrowing of its critical and normative purview5. That is, while an emphasis on the 

extractive ways that private companies collect, analyse, exchange, and monetise personal information or on the 

surveillant manner in which governmental actors marshal datasets to sort, rank, and make predictions about 

datafied citizens and subjects has served a valuable purpose in illuminating certain power dynamics, such a focus 

on the political and economic forces surrounding datafication has also run the risk of obscuring the underlying 

sources of data injustice. It has risked masking deeper socio-culturally- and historically-entrenched structures of 

domination that are rooted in discriminatory or racialised logics of coloniality, imperialism, cultural hegemony, and 

administrative control6. The endeavour to advance data justice research and practice must therefore broaden its 

critical approach to interrogating the social, historical, cultural, political, and economic forces behind 

manifestations of discrimination and inequity in contemporary ecologies of data collection, governance, and use. 

It must seek to understand how the longer-term path dependencies created by patterns and legacies of inequality, 

discrimination, and privilege get drawn into contemporary data work and data innovation lifecycles.      

                                                
1 Dencik, Hintz, & Cable 2016 

2 Dencik, Hintz, Redden, and Trere 2019 

3 Taylor 2017 

4 Taylor 2017 

5 Hoffman 2021 

6 Ali 2017; Amrute 2019 
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Some have also stressed the problematic tendency of discussions about the ethical issues around data 

governance and data-intensive technologies to be dominated by Western perspectives, interests, and values7. 

The first wave of data justice research was predominantly anchored in Anglo-European academic framings of 

data justice—both in terms of how its problem space was defined (i.e., what issues and challenges it confronted8 

and where these were seen to arise9) and in terms of the possible normative and practical responses that could 

be offered to rectify the range of harms inflicted by planetary-scale datafication. Notwithstanding recent calls for 

new, globally oriented, and intercultural approaches to data justice10, this initial Occidental bent has led to a 

deficient representation of non-Western values, insights, and interests within the existing literature. This is a 

critical deficit. Current approaches to data justice have not yet effectively centred non-Western visions of ethical 

and just ways of working, acting, and interconnecting with people and the planet that are rooted, for instance, in 

relational notions of personhood and community—visions arising across non-Western systems of belief ranging 

from Ubuntu11, Buddhism12, and Confucianism13 to various expressions of Indigenous values14. Insofar as the 

principles and priorities of data justice are to ascertain a sufficiently broad reach, they need to align with the forms 

of life, ways of being, and living contexts of all individuals and communities impacted by the global propagation of 

datafication and essential digital infrastructures. For this reason, the inclusion of non-Western framings of the 

ontologies, meanings, and values that might shape and underwrite possible data governance futures is a crucial 

precondition of advancing data justice research and practice.  

Widening the approach to data justice along these geospatial lines is also needed to address the way that data 

justice research and practice confronts global digital divides as well as gaps between the interests and concerns 

of high-income countries and those of lower income countries15. The reality of the globalisation of data markets 

and data flows is that the fair, equitable, and inclusive participation of individuals, communities, and countries has 

not yet come anywhere near to being achieved. Over the course of the last two decades of rapid digitisation, the 

disproportionate distribution of benefits and harms has largely been determined by a fraught combination: On the 

one hand, the overwhelming technological capacities and material means of transnational tech corporations and 

Global North geopolitical actors has enabled them to asymmetrically wield “network power”16 while, at the same 

time, engaging in virtually unimpeded data capture and rent-seeking behaviour17. On the other hand, 

sociohistorical legacies of economic inequality and “slow violence”18 have all-too-often disadvantaged and 

marginalised the individuals, organisations, and communities which comprise low and middle income countries. 

This has rendered such countries and their peoples vulnerable to predatory or extractive data innovation 

agendas. The inequitable effects of these imbalances have only been exacerbated by the high entry costs of 

                                                
7 Aggarwal 2020; Birhane 2021; Mhlambi 2020 

8 The early work of Heeks and Renken (2016), Heeks (2017), and a little later Heeks and Shekhar (2019) on data justice for international development is a notable exception 

though the framing of these interventions is also predominantly representative of Western academic understandings of the concept of justice and the various forms it may take. 

9 It should be noted that in the wake of the initial articulations of data justice, researchers have begun to interrogate how its core principles could apply in diverging non-

European (local) contexts and use cases including in policing in Iran, activism in South Africa, indigenous agriculture in Africa, humanitarian work in post-earthquake Nepal and 

more. See Akbari, 2019; Cinnamon, 2019; Dagne, 2020; Kennedy et al., 2019; Kidd, 2019; Mulder, 2020; Punathambekar & Mohan, n.d. 

10 Taylor 2019 

11 Birhane 2021; Eze 2008; Gyekye, 1992; Kalumba 2020; Mbiti 1970; Menkiti 1984; Mhlambi 2020; Ogunbanjo and Bogaert 2005 

12 Hongladarom 2007, 2016; Vallor 2016 

13 Jing and Doorn 2019; Wong 2012; Yu and Fan 2007 

14 Betasamosake Simpson 2017; Indigenous Protocol 2020; Tallbear 2019 

15 Of course, “digital divides” are not exclusively, or even primarily, an international problem. Data justice research must also confront existing digital inequalities within high 

income countries—which especially affect indigenous, marginalised, and vulnerable social groups.  

16 Following Cohen (2019): “Under background conditions of vastly unequal geopolitical power, [the equivalence of corporate or state policy and mandated standards] sets up 

the two interlocking dynamics that produce policy hegemony. On one hand, a dominant network enjoys network power— which David Grewal defines as the self- reinforcing 

power of a dominant network and Manuel Castells explains as a power that is “exercised not by exclusion from the networks, but by the imposition of the rules of inclusion”— 

simply by virtue of its dominance. On the other, if a particular hub within a dominant network exercises disproportionate control over the content of the standard, then 

networked organization will amplify that hub’s authority to set policy and legally mandated standardization will amplify it still further. When network- and- standard- based legal- 

institutional arrangements are instituted under background conditions of vastly unequal geopolitical power, network power translates into policy hegemony.” (220) See also: 

Castells 2011; Grewal 2008 

17 Birch 2020; Birch and Cochrane 2021 

18 Nixon (2011) uses the term “slow violence” to describe the gradual, and often invisible, forms of harm that happen “gradually and out of sight, a violence of delayed 

destruction that is dispersed across time and space, an attritional violence that is typically not viewed as violence at all." (2) This kind of subtle violence, he argues, targets the 

vulnerabilities of the disempowered, impoverished, and vulnerable peoples of the Global South who are subject to the opportunism of global market capitalism, leading to the 

destruction of local ecosystems, involuntary displacement, and social conflict.  
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engaging in data-intensive research and innovation (in terms of both technical capabilities and resources) and by 

the centralisation of the critical data and compute infrastructures needed for information processing at scale. To 

redress these patterns of economic and sociotechnical disparity, data justice research and practice must 

reconceptualise the regulation and governance of data work. It must counterbalance the unequal power dynamics 

that condition data production by prioritising universal participatory parity and considerations of local contexts and 

values, fostering the collective rights of marginalised and vulnerable groups and bringing all impacted 

stakeholders to the table as rights-holders and standards-setters for the global digital political economy of 

tomorrow.        

Outline of the project 

The purpose of the Advancing Data Justice Research and Practice (ADJRP) project is to directly address this 

need for a multidimensional broadening of the study and undertaking of data justice. This involves a two-track 

approach: 

1. Integrated Literature Review and Annotated Bibliography. The ADJRP team is carrying out an 
integrated literature review19 organised around six pillars of data justice (power, equity, access, identity, 
participation, and knowledge) that have been identified through the research thus far20. A few strategies 
have been implemented to accomplish the project’s goal of broadening data justice research and 
practice. First, methodologically, the literature review has been shaped by an interdisciplinary and 
inclusive orientation that draws widely on the humanities, social sciences, policy literatures, activist 
statements and declarations, and first-hand input anchored in lived experience. This “broad church” 
approach to gathering resources is intended to support a prioritisation of knowledge equity,21 an inclusion 
of diverse global insights and intercultural wisdom,22 and an acknowledgement of the importance of civic 
epistemologies23. It is also meant to bolster the reflexivity of the ADJRP project team.   

Second, to understand what is missing in, and what can enrich, the current study and undertaking of data 
justice, the review ranges well beyond the conventional boundaries of the existing literatures of data 
ethics and governance, science and technology studies (STS), algorithmic bias and fairness, and 
technology policy. These latter bodies of research are important as starting points, but there are 
additional areas that should inform a study and practice of data justice which is attuned to global 
inequality, indigenous rights, non-Western ethical perspectives, the need for an intercultural awareness of 
the plurality of values, and legacies of coloniality, cultural hegemony, and structural discrimination. In the 
context of the current data justice discourse, close attention needs to be paid to the critical dialogues that 
have been taking place in adjacent research in areas such as design justice24, data feminism25, data 
colonialism26, non-Western data ethics27, indigenous data sovereignty28, and non-ideal approaches to 
algorithmic justice and fairness29. Likewise, external to the existing data justice discourse, a broadened 
approach must draw on those fields of research and study that provide opportunities for interdisciplinary 
knowledge transfer which could help to fill the gaps in current critical and normative self-understandings. 
Opportunities for this kind of knowledge transfer are evident, for instance, in literatures such as pluriverse 
and post-development theory30, critical indigenous studies31, culture-centred communication for social 

                                                
19 Torraco 2005; Snyder 2019 

20 These are described in more detail in the next section. 

21  Jaffe 2017 

22 Toda 2020 

23 Jasanoff 2011 

24 Costanza-Chock 2020; Lewis et al. 2018 

25 D'Ignazio and Klein 2020; Cifor et al. 2019 

26 Al Dahdah and Quet 2020; Cinnamon 2019; Couldry and Mejias 2018; Magalhães and Couldry 2021; Milan and Trere 2019; Mohamed, Png, and Isaac 2020 

27 Birhane 2021; Hongladarom 2007, 2016; Indigenous Protocol 2020; Jing and Doorn 2019; Mhlambi 2020; Vallor 2016; Tallbear 2019; Wong 2012; Yu and Fan 2007 

28 Taylor and Kukutai 2016; Rainie et al. 2019; Te Mana Raraunga  n.d 

29 Dielman et al. 2017; Fazelpour and Lipton, 2020; Sen 2011 

30 Kothari et al. 2019; Reiter 2018 
31 Corradi et al. 2018; Hokowhitu et al 2020 
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change32, community mobilisation and participatory learning and action research (in public health)33, crip 
technoscience34, and environmental and climate justice35. 

Finally, the literature review undertakes a broadening of the study and pursuit of data justice by making 
visible, and accessible to the reader, real-world practices of organisations and communities from around 
the world which are engaged in transformative work surrounding the advancement of data rights and just 
data innovation ecosystems. It provides a big picture account of both the current empirical challenges to 
data justice and the progressive actions and movements of activists, advocates, regulatory bodies, global 
governance forums, and engaged people who are providing normative, political, and legal 
counterpressure to unjust exercises and manifestations of power over the means, processes, and 
applications of data work. To supplement this, the review also includes a table that maps out over 75 
organisations from across the globe that are involved in data justice activities. This resource is meant to 
serve as a reference point for those interested in understanding where the “rubber hits the road” in data 
justice research and practice, and it links each chosen organisation to the themes explored in the 
literature review as well as to its six pillars. 

2. A preliminary guide for three target audiences—policymakers, developers, and individuals and 
communities affected by datafication and the use of data-intensive systems (particularly the 
marginalised). Working off the six pillars of data justice research and practice identified in the literature 
review and stakeholder input that is being gathered through public engagement, the ADJRP project is 
crafting preliminary guides that are intended to support policymakers, practitioners, and impacted 
communities to gain a broader understanding of how to promote equitable, freedom-promoting, and 
rights-sustaining data collection, governance and use as well as how to advance the 2030 Sustainable 
Development Goals. These guides will be structured around key questions that should factor into the 
considerations of policymakers, developers, and impacted rights-holders as they navigate the complex 
and multivalent challenges around ensuring that data collection, processing, and use is equitably 
governed and generates just and globally beneficial outcomes. In accordance with the need to tailor the 
guiding questions to the practical needs and concerns of each of these target audiences, the guidance 
document will be organised into three sections which correspond to each group. 

For policymakers, the guide will focus on posing questions which equip policymakers with analytical 
tools to engage in debates about global data governance with a critical awareness of power differentials 
and diverging levels of access and participation. The purpose here is to build an active recognition among 
policymakers of how the differing economic conditions, material resources, technical capacities, and 
institutional endowments of different communities and countries affect the ability of some to equitably 
participate, and to effectively express their policy positions, in global data governance forums. The guide 
will aim to support the participatory parity of all voices in these forums and to promote positionality 
awareness, intercultural learning, and higher levels of policy reflexivity among high income and well-
resourced actors. It will likewise foster the translation of the normative goals expressed in the six pillars 
(such as democratising data work, marshalling data equity to transform historically entrenched patterns of 
domination, and equitably advancing access to the benefits of data use and to the capabilities to flourish 
that could be enabled thereby) into the advancement of the 2030 SDGs. 

For developers, the guide will focus on posing questions which equip researchers, project managers, 
technologists, and others involved in the data innovation value chain with the practical and analytic tools 
needed to safeguard the equity and trustworthiness of processes of designing, developing, procuring, and 
deploying AI and data-intensive technologies and to ensure just and ethical outcomes in their real-world 
implementation. This will involve building an end-to-end awareness into research and innovation 
practices that every human choice and design decision made across the project lifecycle has social and 
ethical consequences. Rather than conceiving research and innovation as independent from human 
values and social contexts, the guide will (following the knowledge pillar) frame these activities as 
ethically implicated sociotechnical practices that (following the participation pillar) should be 

                                                
32 Dutta 2011, 2012, 2020; Obregon and Waisbord 2012 

33 Costello 2018; Prost et al. 2013; Tripathy et al. 2016; Roy et al. 2013 

34 Hamraie and Fritsch 2019  

35 Benford 2005; Bullard 1993; Longdon 2020; Schlosberg 2013; Walker 2009 
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democratically governed and socially licensed36. Such practices will therefore be charged with a 
responsibility for critical self-reflection and inclusive, contextually sensitive, and pluralistically-oriented 
deliberation about the role that these values play both in discovery, engineering, and design processes 
and in considerations of the real-world effects of the insights and technologies that these processes yield. 
In keeping with the equity pillar, developers will also be charged with securing dataset representativeness 
across the data pipeline, from collection to output; with safeguarding that the feature space includes the 
variables needed to equitably reflect the underlying populations—especially the variables needed to 
ensure the equity of the model; with securing equitable access to publicly beneficial datasets, algorithms, 
and models for all levels of expertise and resource capacity; and with ensuring that the downstream 
consequences of the outcome of data use are just, equitable, and  equality-promoting37.  

In keeping with the access pillar, the guide will prompt developers to support the equitable advancement 
of access to research and innovation capacity. Given asymmetries in resources, infrastructure, and 
research capabilities, data sharing and research collaboration between lower income countries and high 
income countries, can lead to inequity and exploitation38.  While the challenge of overcoming the problem 
of global digital inequality in the era of data-driven innovation has often been approached, in the research 
and innovation context, under the rubric of traversing the ‘digital divide’ through more equitable provision 
of the resources needed to access data and compute infrastructures, equalizing know-how and capability 
is a requisite counterpart to equalizing access to resources. Both together are necessary preconditions of 
ethical research collaboration and responsible data sharing at the global level. In this vein, the guide will 
direct data scientists and innovators, who engage in international research collaborations and data work, 
to focus on forming substantively reciprocal partnerships where capacity-building and asymmetry-aware 
practices of cooperative innovation enable participatory parity and thus greater research equity. 

At a more forward-thinking level, the guide will stimulate developers to think about how the pillars of data 
justice can be pressed into the service of innovating to end poverty, to eradicate hunger, to ensure good 
health and well-being for all, to bolster universal high-quality education, to advance gender equality, and 
to achieve all of the other Sustainable Development Goals.  

For impacted people and communities, the guide will focus on posing questions which empower 
affected individuals and groups—in particular, those who are vulnerable, discriminated-against, or 
marginalised—with the critical, analytical, and practical tools needed to challenge and transform the 
socio-historically rooted patterns of discrimination, injustice, and inequality that can manifest in the 
production and use of data-intensive technologies and in wider processes of datafication. Particular 
attention will be paid to indigenous communities that may require specific safeguards for their data to 
protect and promote their cultural and economic interests. Following the pillars, the guide will also enable 
individuals and communities to utilise mechanisms of collective empowerment, social solidarity, and 
democratic agency to create conditions of public accountability and transparency in the governance of AI 
and data-intensive technologies and in wider data innovation ecosystems. For this purpose, it will draw on 
the other GPAI data governance workstreams on alternative and enabling forms of data stewardship. 

The six pillars of data justice research and practice 

A major element of ADJRP’s multidimensional broadening of the study and undertaking of data justice is its 

formulation of six pillars of data justice research and practice. These pillars have been drawn largely from the 

desk-based research that the ADJRP team has done for the integrated literature review, and they will inform the 

framing of its thematic content. They will also shape the way the ensuing guidance for developers, policymakers, 

and impacted rights-holders is organised and delivered. For now, the pillars are provisional. As the ADJRP project 

receives input from its digital participatory platform for stakeholder engagement (decidim) and interacts with its 

Advisory Board and its 12 Global Policy Pilot Partner organisations, the content of the pillars will likely evolve and 

improve. 

                                                
36 Gunningham et al. 2004 

37 Jagadish, Stoyanovich, and Howe, 2021a, 2021b 

38 Bezuidenhout et al. 2017; Leonelli 2013; Shrum 2005 



7

 

 

For now, they are presented as 6 guiding principles and priorities that are meant to motivate and orient those who 

are engaged in the advancement of data justice research and practice: 

 

Power 

- Interrogate and critique power: Understand the levels at which power operates in data innovation 

ecosystems (geopolitical39, infrastructural40, socioeconomic41, legal42, regulatory43, organisational, political44, 

cultural, psychic45, etc.); Understand how power manifests and materializes in the collection and use of data in 

the world (decision-making power46, agenda-setting power47, ideological power48, normalising power49); Use 

this understanding to question power at its sources and to raise critical awareness of its presence and 

influence.  

- Challenge Power: mobilize to push back against societally and historically entrenched power structures and 

to work toward more just and equitable futures50.    

- Empower People: people must be empowered to marshal democratic agency and collective will to pursue 

social solidarity, political equity, and liberation. 

 

Equity 

- Use-equity or the choice to engage. Data equity is only partially served by seeking to improve data and data 

practices, such as by pursuing data quality, or increasing its representativeness and accuracy. While errors 

and incompleteness are obstacles to data equity, the choice to acquire and use data can itself be a question of 

justice, particularly where the goal or purpose of a data practice is to target and intervene in the lives of 

historically marginalised populations. Here, the question may not be ‘how can we repair an imperfect system 

or make it more effective’, but ‘does a particular use or appropriation of data enable or disable oppression?’; 

and ‘does it preserve or combat harmful relations of power?’ A perfectly engineered system employed by an 

oppressive regime (either governmental or commercial) can facilitate and potentially amplify oppression. 

- Focus on the transformative potential of data equity Data equity demands the transformation of historically 

rooted patterns of domination and entrenched power differentials. To realise this sort of equity, those with 

power and privilege must be compelled to respond to and accommodate the claims of people and groups who 

have been marginalised by existing socioeconomic structures51. 

                                                
39 Ciuriak 2021; Crampton 2018; Deibert and Pauly 2019; Gray 2021; Lobato 2019; Miailhe 2018; Parks 2009; Pauwels 2019; O'Hara and Hall 2021; Rosenbach and Mansted 2019  

40 Abdalla and Abdalla, 2020; Amodei and Hernandez, 2018; Birch 2020; Birch et al 2020; Frank et al. 2019; Gupta et al. 2015; Lohr 2019; Riedl et al. 2020; Roberge et al. 2019 

41 Zuboff 2015, 2019; van Dijck et al. 2018; Yong 2015; Srnicek 2017; Sadowski 2019, 2020 

42  Cohen 2019 

43 Chomanski 2021; Baik 2020 

44  Ciuriak and Ptashkina 2020; Eubanks, 2018; Fourcade and Gordon 2020; Tréguer 2019 

45  Lupton 2016; Bucher 2017; Agger 2012; Crawford 2014 

46  Dahl 1961, 1968, 2007 

47  Bachrach and Baratz 1962 

48  Sen 1984; Lukes 1974, 2015 

49  Foucault 1990/1976, 2003/1976 

50 These three dimensions of power draw heavily on D'Ignazio and Klein 2020 
51 D'Ignazio and Klein 2020; Kapoor and Whitt 2021; Jagadish, Stoyanovich, and Howe 2021a, 2021b 
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- Deploy measurement justice and statistical equity to combat any "single-axis thinking that centres on 

disadvantage"52 or discriminatory and racialised politics of data collection and use that focus on negative 

categorization Following work in critical indigenous studies, we need to confront and combat statistical 

representations of marginalised, vulnerable, and historically discriminated against social groups that focus 

mainly or entirely on measurements of "disparity, deprivation, disadvantage, dysfunction, and difference," the 

"5 D's"53. Measurement justice and statistical equity involve focusing on collecting and using data about 

marginalised, vulnerable, and historically discriminated against communities in a way that advances social 

justice, draws on their strengths rather than primarily on perceived weaknesses, and approaches analytics 

constructively with community-defined goals that are positive and progressive rather than negative, regressive, 

and punitive. This would necessitate a focus on socially licenced data collection and statistical analysis on 

individual- and community-advancing, outcomes, strengths-based approaches, and community-guided 

prospect modelling. 

 

Access 

- Prioritise the material preconditions of data justice and challenge formalist and ideal approaches. 

Applied concepts of data equity should not be treated as abstractions that can be engineered into data-

intensive technologies through technical retooling or interpolation. This approach will produce a limited range 

of vision whereby only the patterns of bias and discrimination in underlying data distributions that can be 

measured, formalized, and statistically digested are treated as actionable indicators of inequity, and this to the 

exclusion of the subterranean dynamics of sociocultural domination54. Rather, the existing sociohistorical, 

economic, and political patterns and qualities of disadvantage that create material conditions of injustice and a 

lack of access to the benefits of data processing must be taken as the starting point for reflection on the 

impacts and prospects of technological interventions. The beginning of any and all attempts to protect the 

interests of the vulnerable through the mobilization of data innovation should be anchored in reflection on the 

concrete, bottom-up circumstances of justice, in its historical and material preconditions. From this more 

pragmatic point of view55, there must be a prioritization of the real-world problems at the roots of lived 

injustice—problems that can then be treated as challenges “remediable”56 by concerted social efforts and 

struggles for rectification, redistribution, and recognition57. Only then will true-to-life demands for data equity 

and social justice be properly re-envisionable with and though the eyes of the oppressed. Only then will such 

demands become properly visible as struggles against the moral injuries inflicted by unjust social 

arrangements that obstruct the participatory parity of citizens in pursuing their unique paths to flourishing and 

in fully contributing to the moral and political life of the community58.  

- Start from questions of access and capabilities: Beyond the critical demand to advance “access to 

representation,” data justice thinking must focus on equitably opening access to data through responsible data 

sharing; equitably advancing access to research and innovation capacity; equitably advancing access to the 

benefits of data work; and equitably advancing access to capabilities to flourish. 

- Focus on harms of allocation, distributive justice, and equality of opportunity as part of a wider understanding 

of the preconditions of equitable access that includes the non-ideal/contextual and capabilities approaches to 

                                                
52 Hoffman 2019 

53 Taylor and Kukatai 2016 

54 Fazelpour and Lipton 2020 

55 Dielman et al. 2017 

56 Sen 2011 

57 Fraser 2010; Fraser and Honneth 2003; Honneth 2012 
58 Leslie 2020 
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justice and a complimentary responsiveness to harms of representation and recognitional injustices59 Social 

justice concerns that concentrate on the equitable distribution of the burdens and opportunities, harms and 

benefits, and rights and privileges of data use should simultaneously examine the material preconditions 

necessary for the actualisation of justice as well as the identity claims of those who have faced 

representational injury. This trilateral approach should use the normative tools provided by the principles of 

social justice to assess the equity of existing social institutions while also interrogating the real-world 

contextual factors that need to change for the universal realisation of the potential for human flourishing and 

reciprocal moral regard to become possible.      

- Promote the airing and sharing of injustices across communities through the transformative force of 

data witnessing60 Datafication makes possible the greater visibility of everyday social experience. This 

visibility should be harnessed in positive ways to promote emancipatory transformation by exposing lived 

injustices, historical abuses, and moral harms. The growth of a networked and connected global society 

multiplies the transformative power of observation and communication, enabling the far-reaching airing and 

sharing of previously hidden inequities and mistreatment. The witnessing of injustice both through proximate 

data work and through the employment of digital media at-a-distance should be marshalled as a force for 

change and as an opportunity to expand justice by means of transparency and voice.  

 

Identity 

- Interrogate, understand, and critique modes of othering: The construction of data, particularly when it is 

about people, is a fundamentally social activity. As such, it is shaped by the structural conditions and historical 

contexts from which it is derived. The social character of data coupled to the sorting and clustering that 

proceeds from its pre-processing can lead to categorisations that are racialised, misgendered, or otherwise 

discriminatory, typically employing binaries and categorisations, and constructions that ought to be critically 

scrutinsed and questioned. Data justice calls for examining, exposing, and critiquing histories of racialisation 

and discriminatory systems of categorisation reflected in data and the social contexts that produce it. 

- Challenge reification and erasure: Resist the reification of identities as a convenience of computational 

sorting and optimisation61. Contest also the erasure of identities and the risk of intersectional harm from 

incomplete and mistargeted data and practices.   

- Focus on how struggles for recognition can combat harms of representation Struggles for the 

rectification of moral injuries to identity claims that are suffered at the hands of discriminatory data practices 

should be understood as struggles for recognitional justice—struggles to establish the equal dignity and 

autonomy, and the equal moral status, of every person through the affirmation of reciprocal moral, political, 

legal, and cultural regard. 

 

  

                                                
59 Dencik, Jansen and Metcalfe 2018 

60 Gray 2019 

61 Gandy 2010 
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Participation 

- Democratize data and data work Prioritise meaningful and representative stakeholder participation, 

engagement, and involvement from the earliest stages of the data innovation lifecycle to ensure social licence, 

public consent, and justified public trust.  

- Understand data and data subjects relationally62 rather than in a way that reifies, hypostatises, objectifies or 

commodifies data and data subjects; govern data democratically, in turn. 

- Challenge existing, domination-preserving modes of participation: Engage in critical refusal as 

participation where extant modes of participation63 normalise or hegemonise harmful data practices and the 

exploitation of vulnerability. 

- Ensure transformational inclusiveness rather than power-preserving inclusion64 Incorporating the 

priority of inclusion into sociotechnical processes of data innovation can be counterproductive or even harmful 

where existing power hierarchies are sustained or left unaddressed. Transformative inclusiveness demands 

participatory parity so that the terms of engagement, modes of involvement, and communicative relationships 

between the includers and the included are equitable, symmetrical, egalitarian, and reciprocal.  

 

Knowledge 

- Embrace the pluralism of knowledges (semantic, epistemic, and ontological),65 recognising that diverse 

forms of knowledge, and ways of knowing and understanding, can add valuable insights to the aspirations, 

purposes, and justifications of data use—including on the local or context-specific impacts of data-intensive 

innovation. Moreover, inclusion of diverse knowledges and ways of being can open unforeseen paths to 

societal and biospheric benefits and maximise the value and utility of data use across society in ways which 

take account of the needs, interests, and concerns of all affected communities.  

- Interrogate, understand, and critique the ways in which certain forms of knowledge are prioritised 

within decision-making relating to data. Expose the social, cultural and political factors that shape the ways 

in which claims to knowledge are constructed, recognising the important role these play in presenting or 

perceiving knowledge as credible or legitimate. 

- Challenge the presumptive authority of technical, professional or “expert” knowledge across scientific 

and political structures. Recognise that processes of knowledge creation in science and technology are 

social processes which require scrutiny and wider public engagement to hold “expertise” to account and to 

ensure that science and technology progresses in ways which align with wider societal values. 

- Acknowledge multiple forms of knowledge (emotional, embodied, practical, experiential); pay attention to 

the importance of civic epistemologies66; and promote knowledge equity. 

- Prioritise interdisciplinarity Approach the pursuit of understanding of data innovation environments—and 

the sociotechnical processes and practices behind them—through a holistically informed methodological 

pluralism. This involves placing a wide range of academic disciplines and specialised knowledges 

                                                
62  Viljoen 2020 

63  Ahmed 2012, 2018; Benjamin 2016; Hoffman 2021 

64 Hoffman 2020 

65 Indigenous Protocol 2020 

66 Jasanoff 2007 
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epistemically on par, enabling an appreciation and integration of a wide range of insights, framings, and 

understandings. Ways of knowing that cannot (or are not willing to) accommodate a disciplinary plurality of 

knowledgeable voices that may contribute to richer comprehensions of any given problem cease to be 

knowledgeable per se.    

- Pursue “strong objectivity,” amplifying the voices of the marginalised, vulnerable, and oppressed as a way 

to overcome claims of objectivity, impartiality, and neutrality that mask unquestioned privilege67. 

- Cultivate intercultural sharing, learning, and wisdom 

 

Stakeholder involvement, engagement, and consultation 

A crucial element of the ADJRP project’s multidimensional broadening of the study and practice of data justice is 

its ability to access and include in its research a wide range of perspectives—especially those of stakeholders 

from low- and middle-income countries, indigenous peoples, and marginalised and underserved individuals and 

communities across the world. To centre the participation and voices of impacted people, a component of public 

engagement, stakeholder involvement, and community-led co-design is being incorporated into the composition 

of both the integrated literature review and the preliminary guides. The ADJRP project is taking a three-pronged 

approach to this: 

1. Digital participatory platform for stakeholder engagement. Using decidim (an online participatory platform 

that enables users to construct tailored engagement processes), the ADJRP team has built out a stakeholder 

engagement interface, which is supporting community involvement in the integrated literature review and the 

preliminary guides. The platform includes two media of consultation: a data justice survey developed through 

survey composition research with input from the ADJRP Advisory Board, and a data justice sources page which 

allows participants to endorse content and to leave comments on the themes we are proposing for the literature 

review/annotated bibliography. 

2. Formation of an Advisory Board to help the ADJRP project to better connect with data justice 

communities of practice and relevant stakeholders from LMICs. To incorporate the participation and voices 

of global perspectives on data justice, the ADJRP team assembled an Advisory Board (AB) comprised of 

members carefully selected from its networks. The ADJRP AB is composed of individuals involved in various data 

communities of practice connected to human rights, modern slavery, global public health, and sustainable 

development. It represents diverse perspectives from the Global South(s) and those of communities that 

experience marginalisation in the Global North.  

While ADJRP team is concerned to connect with data justice communities and individual experts, it is aware of 

the barriers to access that may be presented through constraining membership to individuals with specific titles 

indicating forms of expertise or epistemic authority, particularly when attempting to engage an international 

network. Instead, the approach to recruitment drew from standpoint theory in the prioritization of individuals with 

connections with diverse and contextually specific lived experiences of injustice or marginalization, and those 

actively engaged in combatting these, in this case, as related to data. 

The Advisory Board is providing guidance throughout the research process, with a particular focus on supporting 

our outreach efforts within a variety of research and practice environments and areas. Supported by their 

experience and expertise within the contexts of engagement, this approach has enabled the ADJRP team to 

connect to a wider network of relevant communities of practice, organisations, and impacted stakeholders while 

ensuring the project’s engagement efforts are culturally aware, dialogically structured, and locally credible. 

                                                
67 Haraway 1988; Harding 1992, 1995, 2008, 2015; Leslie 2021 
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Advisory Board members participate in group meetings of an hour and a half every six weeks on average. These 

meetings are purposed for sharing input shaping key deliverables and engagement activities. In addition to this, 

board members contribute to project deliverables and provide input based on emerging project needs via email. 

Here is a list of AB members: 

 

Member Work 
Geographic 

Affiliation 

Daniel Cooper Bermúdez 
Project Director, Civilis Derechos Humanos; Founder 

and Director, Hearts on Venezuela. 
Venezuela 

Dr. Araba Say Principal Researcher, Research ICT Africa. South Africa 

Verónica Achá  Alvarez 

Head of Department, Análisis de la Información Social, 

División de Información Social, Ministerio de Desarrollo 

Social y Familia. 

Chile 

Dr. Mohan Dutta 

Dean's Chair Professor of Communication and Director 

of the Center for Culture-Centered Approach to 

Research and Evaluation (CARE), Massey University. 

New Zealand 

Judith Okonkwo 

Co-founder of We Will Lead Africa, Fellow of the Royal 

Society of Arts and an Associate Fellow of the British 

Psychological Society. 

Nigeria 

Dr. Annette Braunack-Mayer 

Head, School of Health and Society Professorial 

Fellow, Australian Centre for Health Engagement, 

Evidence and Values (ACHEEV). 

Australia 

Emily Gorcenski   

Head of Data at Thoughtworks Germany, activist, Co-

founder of First Vigil, a public database tracking white 

nationalist violence in the USA. 

USA/ Germany 

Os Keyes 

Researcher and writer at the University of Washington. 

An inaugural winner of the Ada Lovelace Fellowship, 

their work examines questions of gender, disability, 

race and power in technoscience.   

USA 

Dr. Nii Narku Quaynor  

Pioneer of Internet development and expansion 

throughout Africa establishing some of Africa's first 

Internet connections and helping set up key 

organizations, including the African Network Operators 

Group. Founding chairman of AfriNIC, the African 

Internet numbers registry. 

Ghana 
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Salima Bah  
State Counsel assigned to Directorate of Science, 

Technology and Innovation from the Ministry of Justice. 
Sierra Leone 

Maru Mora Villalpando 
Founder of La Resistencia and community organizer 

for undocumented immigrants in the United States.  
Mexico/ USA 

Nushin Yazdani 

Interaction and transformation designer, artist and AI 

researcher. Landecker Democracy Fellow, Project 

Manager at Superrr Labs, co-founder of Dreaming 

Beyond AI, member dgtl feminism and the Design 

Justice Network. 

 

Germany 

Dr. Thompson Chengeta 
European Council Research Fellow on Drone Violence 

and Artificial Intelligence Ethics. 
Zimbabwe 

Camila Nobrega 

Journalist covering social-environmental conflicts and 

justice through on Latin American feminist lenses. PhD 

Candidate at the Free University of Berlin exploring 

megaprojects, the right to communication, and land 

rights. Member of Intervozes. 

 

Brazil/ Germany 

Yetunde Sanni 

Researcher at the University of Lincoln, co-founder of 

TechInPink, an organization that was dedicated to 

helping women embrace a career in tech, co-organizer 

of the Women in Machine Learning and Data Science, 

(WiMLDS) Lagos, Nigeria. 

Nigeria 

 

 

3. Enabling an ADJRP project expansion through the formation of Global Policy Pilot Partnerships.  

As part of a major expansion of the ADJRP project, enabled by a research grant from the UK Government’s 

Department for Business, Energy and Industrial Strategy (BEIS), 12 Policy Pilot Partners (PPPs) have been 

recruited from across the globe. This expansion will underpin a core element of the project’s participatory 

engagement as partner organisations expand upon the ADJRP team’s research to assess how the six pillars of 

data justice may be applied in local contexts of datafication. The data justice guidelines produced for 

policymakers, developers and impacted communities will be tested by this set of representative partner 

organisations. Their situated research, and capacity to connect with the lived experiences of impacted rights-

holders, will allow this project to meaningfully explore global understandings of data justice and to identify how 

initial gaps in the data justice guidelines may be filled in a real-world context.  

The goal is for PPPs to evaluate preliminary guidance to further develop its efficacy and impact in organisational, 

legal, technical, and regulatory contexts. Selected partners will conduct an internal assessment, drawing on 

expertise from within the organisation to identify gaps and future directions for data justice guidelines. They will 
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also conduct external stakeholder engagements as they complete one 2-hour workshop with 25 participants and 

10 semi-structured interviews. These stakeholder engagements will focus on the perspectives of policymakers, 

developer communities or individuals and communities impacted by AI/ML. Throughout, partner organisations will 

be in touch with one another and the ADJRP team as they work to advance data justice while becoming part of a 

global network of researchers, activists, developers, and policymakers committed to this aim.  

To ensure a good spread of organisations across the globe and across relevant stakeholder groups, a multi-

staged approach to the identification of prospective partners was adopted. First, the team identified geographic 

regions to be prioritised. The United Nations geoscheme was used as a basis for this and Africa, Americas, Asia 

and Oceania were prioritised. This decision was taken to reflect the priority of expanding the data justice lens 

beyond predominant Anglo-European and US perspectives  and thereby to address the need for an engagement 

of broader global visions in its elaboration. Levels of regional need were then identified using the ITU’s Measuring 

digital development: Facts and Figures 2020 as a guide68. For each identified region (Africa, Americas, Asia, 

Oceania) we sought three partnership organisations, one for each of the three stakeholder groups that are the 

foci of the global data justice guidance.  

Once regional need had been mapped globally, research focused on locating prospective partners. During the 

second stage of active recruitment, recommendations were taken from members of the Advancing Data Justice 

Advisory Board whose expertise on data justice within their regions allowed them to identify suitable candidates. 

Existing networks working to advance human rights in the digital sphere were also examined to identify small 

organisations working at the intersection of datafication and social justice. The team drew, in particular, on the 

networks of the Association of Progressive Communications whose aim is “empowering and supporting people 

working for peace, human rights, development and protection of the environment, through the strategic use of 

information and communications technologies” and Privacy International who aim “to protect democracy, defend 

people’s dignity, and demand accountability from institutions who breach public trust”. Fourth, through active 

research and cascading search, additional organisations were identified on the basis of prior work on datafication 

and social justice, previous experience with stakeholder engagement, and strong networks among relevant 

stakeholder groups. Finally, the opportunity to apply to become a data justice partner was publicised, drawing on 

the widespread reach of the Alan Turing Institute, the ADJRP team and the GPAI Data Governance Working 

Group, to encourage additional organisations to apply.   

By 6th October, over 40 applications from prospective PPPs had been received. These spanned all four 

geographic regions, as three organisations applied from Oceania, 14 from Africa, 16 from the Americas and six 

from Asia. Applicants included civil society organisations, grassroots groups, non-profits, think tanks, university 

research institutions, and advocacy groups working toward the inclusion of marginalised communities in AI. Some  

candidates focus on ICT for development while others work specifically on artificial intelligence. Some operate 

across entire continents while others focus on grassroots projects within specific regions, including organisations 

focusing on rural communities and inner city locations, or specific communities, such as indigenous groups, 

LGBTQ+ communities and women. 

                                                
68 ITU, 2020 
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Figure 2: A map illustrating the global spread of applicants who submitted proposals to become PPPs 

 

Several applicant PPPs work across all three stakeholder groups while the remainder focus in depth on one of the 

groups – policymakers, impacted communities and developers. Think tanks and university research institutions 

with prior experiences of engagement with ministries and parliamentarians can provide a valuable opportunity to 

evaluate policymakers’ requirements for data justice guidelines. Civil society organisations and grassroots 

organisations who work with women, LGBTQ+ groups, indigenous and rural communities and more will be able to 

establish trust and to connect meaningfully with marginalised individuals and communities. Finally, non-profit 

organisations who train, empower, and connect developer communities will provide a crucial link to technical 

communities and facilitate the assessment of their needs when it comes to data justice guidelines.  

An evaluation panel consisting of six members of GPAI’s Data Governance Working Group conducted three 

rounds of evaluation in order to select 12 PPPs from the candidates. Following this review, 12 Policy Pilot 

Partners have been selected to embark on five months of research. From November to March, across Oceania, 

Asia, Africa, and the Americas, 12 workshops and 120 semi-structured interviews will be conducted, and 12 

internal review reports will be written. These materials will be analysed and combined as the many perspectives 

they shed light on are used to develop, adjust and advance Data Justice Guidelines.  

This research will advance understandings of data justice in a range of contexts and foster understandings of 

existing systematic, organisational, and participant level barriers to and enablers of the achievability of the 

guidance. A deeper understanding of the role of law and regulation as a positive or negative determinant for the 

realisation of data justice will be obtained and progress will be made towards the development of institutional and 

community-mobilising approaches that could optimise the advancement of data justice for each target audience.  
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The 12 Policy Pilot Partners span a range of stakeholders to represent policymakers, developers and impacted 

individuals and communities in each of the regions prioritised during recruitment: Africa, Americas, Asia and 

Oceania. The expertise they provide is detailed below in order to illustrate the wealth of experience each partner 

organisation will bring to the Advancing Data Justice: Research and Practice project.  

 

Policy Pilot Partner Stakeholder Access Geographic Affiliation 

AfroLeadership 
Policymakers, Developers, Impacted 

Individuals and Communities 

Cameroon with networks 

in Western Africa 

CIPESA 
Policymakers, Developers, Impacted 

Individuals and Communities 

Uganda with networks in 

Southern Africa 

CIPIT 
Policymakers, Developers, Impacted 

Individuals and Communities 

Kenya with networks in 

Northern Africa 

WOUGNET 
Policymakers, Developers, Impacted 

Individuals and Communities 
Uganda 

GobLab UAI Policymakers, Developers Chile 

Internet Bolivia 
Policymakers, Developers, Impacted 

Individuals and Communities  
Bolivia 

ITS Rio 
Policymakers, Developers, Impacted 

Individuals and Communities 
Brazil 

Digital Empowerment 

Foundation 

Policymakers, Developers, Impacted 

Individuals and Communities 
India 

Digital Rights Foundation, 

Pakistan 

Policymakers, Developers, Impacted 

Individuals and Communities 
Pakistan 

Open Data China 
Policymakers, Developers, Impacted 

Individuals and Communities 
China 

Digital Natives Academy 
Developers, Impacted Individuals 

and Communities 
New Zealand 

Engage Media 
Policymakers, Developers, Impacted 

Individuals and Communities 

Australia and across Asia-

Pacific 

 

Figure 3: Table detailling the global reach of PPPs across each stakeholder group. 
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Africa 

AfroLeadership 

Founded in 2009, AfroLeadership is a civil society organisation based in Cameroon. Their aim is to “strengthen 

human rights, government and democracy by advocating for transparency, accountability and citizen participation 

in public policies”. Their previous work surrounding data justice includes an ongoing partnership with Good of All. 

Through this partnership, they work to combat violence, hate speech and disinformation online through education. 

In their proposal, AfroLeadership emphasised the importance of participatory approaches to data justice which 

give visibility and representation to minorities. In particular, AfroLeadership drew attention to three factors which 

contribute to marginalisation, each of which will be reflected in their research as they explore the impact 

geographical situation in rural communities, gender and literacy can have in exacerbating data injustices.  

CIPESA 

The Collaboration on International ICT Policy in East and Southern Africa (CIPESA) was founded in 2004 with a 

mission “to increase the capacity of East and Southern African stakeholders to participate in ICT policy-making.” 

They work to facilitate dialogue between stakeholder groups, to educate citizens on key issues and to collaborate 

with businesses, government officials and others with an interest in ICT policy. Prior work on data justice has 

seen CIPESA partner with the Internet Society to share knowledge and pool expertise on internet policy. They 

conducted stakeholder engagement throughout the region and aimed to ‘work together for an open, secure and 

trustworthy internet for Africa.’ In taking the Advancing Data Justice project forwards, CIPESA propose to draw on 

their experience of multi-country advocacy, network building and data governance in order to incorporate as many 

voices as possible into the data justice discourse.  

CIPIT 

The Centre for Intellectual Property and Information Technology Law (CIPIT) is a research institution based at 

Strathmore University, Kenya and was founded in 2004. Their mission is to “study, create and share knowledge 

on the development of intellectual property and information technology, especially as they contribute to African 

Law and Human Rights.” CIPIT’s previous work includes research focused on Kenya’s Identity Ecosystem, 

specifically three identification systems that are critical to participation in both political and economic life. They 

have brought to life issues of accessibility, transparency, accountability, and inclusivity, as well as exclusionary 

practices that contribute to gender inequality. As CIPIT begins to conduct research as part of the Advancing Data 

Justice project, they plan to continue to explore how the African continent’s unique social and cultural landscape 

can and must be foregrounded in global dialogues on AI.  

WOUGNET 

The Women of Uganda Network has worked since 2000 to “promote and support the use of ICTs by women and 

women’s organizations in Uganda in order to effectively address national and local problems for sustainable 

development”. WOUGNET has previously launched an initiative which focuses on increasing women’s decision-

making power and influence surrounding ICT policies. They engaged relevant stakeholders in conversations 

using the Feminist Principles on the Internet and the National Awareness Raising workshop on women’s rights 

and technology. Now, as part of the Advancing Data Justice project, WOUGNET plan to ensure gender rights 

concerns are integrated with discourse on ICT policy and to empower communities both to use ICTs and demand 

their digital rights.  

 

  

https://afroleadership.org/
https://cipesa.org/
https://cipit.strathmore.edu/
https://wougnet.org/
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Americas 

GobLab UAI 

Founded in 2017 and based at the Universidad Adolfo Ibáñez in Chile, GobLab UAI works with “government 

agencies, civil society organizations and businesses to ensure that data generates public value”. Their previous 

work has included a project titled “Market Opportunities for Technology Companies: Public Procurement of 

Accountable, Ethical and Transparent Algorithms”. Through this work they have aimed to help build capacity 

among technology companies through training programmes aimed to incorporate ethical standards in automated 

decision-making services provided for the public sector. As part of the Advancing Data Justice project, GobLab 

has networks in place to engage an extensive range of both policymakers and developers in order to assess and 

advance Data Justice Guidelines for these groups.   

Internet Bolivia 

Internet Bolivia is a “group of citizens committed to strengthening access to a safe, free and democracy-

enhancing internet” who have been working to provide public resources since 2018. Their prior work on data 

justice includes a project undertaken in partnership with the Digital Defenders Partnership and Access Now. This 

project saw them establish a helpline, SOS Digital, which provided rapid responses to assist actors in situations of 

vulnerability to digital threats. As part of this Data Justice project, Internet Bolivia have set out extensive 

connections with each of the three stakeholder groups, including a wide range of impacted communities such as 

LGBTI people, feminist groups, indigenous peoples, parents’ associations, small farmers and more.  

ITS Rio 

The Institute for Technology and Society of Rio de Janeiro was founded in 2013 to study “the impact and future of 

technology in Brazil and worldwide”. One previous project saw them work to combat disinformation in Latin 

America through tutorials, blog posts, workshops and more aimed to support organizations and researchers 

tackling disinformation. Now, as part of the Advancing Data Justice Project, ITS Rio aim to address the lack of 

substantial participation of “intended Global South recipients” in international projects promoting data-based 

technologies as solutions for chronic global problems. 

Asia 

Digital Empowerment Foundation 

Based in India, the Digital Empowerment foundation have worked since 2002 “to empower marginalised 

communities in information dark regions to access, consume and produce information online using digital 

interventions and ICT tools.” They previously ran an initiative which helped introduce ICTs to India’s traditional 

crafts sector where they trained over 10,000 people and introduced nine artisan clusters to digital interventions. In 

their proposal for the Advancing Data Justice project, the Digital Empowerment Foundation emphasised the 

networks it has established through its 1000 Community Information Resource Centres located across 24 states 

and 135 districts in “rural, tribal, marginalised, and unreached areas” of India.  

Digital Rights Foundation, Pakistan 

Digital Rights Foundation were founded in 2013. Their mission states that “DRF envisions a place where all 

people, and especially women, are able to exercise their right of expression without being threatened. We believe 

that free internet with access to information and impeccable privacy policies can encourage such a healthy and 

productive environment that would eventually help not only women, but the world at large”. Their prior work 

relating datafication to the rights of marginalised communities includes a research project which details the 

difficulties faced by religious minorities online in Pakistan. This focused, in particular, on the disproportionate 

https://goblab.uai.cl/en/
https://internetbolivia.org/
https://itsrio.org/en/en-home/
https://www.defindia.org/
https://digitalrightsfoundation.pk/
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hostility directed towards groups marginalised on the basis of gender, ethnic and religious minorities. Digital 

Rights Foundation focus in their proposal on broadening debates on AI which have been dominated by the Global 

North in order to speak to “the intersectional needs of communities in contexts like South Asia and beyond.”  

Open Data China 

Open Data China is a “social enterprise based in Shanghai, China, focusing on promoting and building up an 

open digital future.” They focus on three streams of work: data governance, digital rights and social responsibility 

and have previously conducted work on bottom-up data trusts and on collective digital rights in the gig economy. 

The contacts which Open Data China will draw on as part of the Advancing Data Justice project will allow us to 

access the perspectives of  a range of developers across large and small-scale technology provides as well as a 

range of policymakers, both within public-funded institutions under government supervision and at independent 

think tanks. 

Oceania 

Digital Natives Academy 

Digital Natives Academy was founded in 2014 with the aim “to create career pathways for 

whānau wanting to be part of digital tech industries”. They have described their approach as 

deeply rooted in indigenous epistemologies and Te Ao Māori pedagogies. Their proposal for 

the Advancing Data Justice project focuses on the need for trusted relationships to form an 

effective basis for stakeholder engagement. Their work engaging with Māori communities, 

conducting interviews privately and with compassion will provide a valuable contribution to 

this project.  

Engage Media 

Based in Australia but working across Southeast Asia and Oceania, ”EngageMedia is a non-

profit media, technology and culture organisation. EngageMedia uses the power of video, the 

Internet and open technologies to create social and environmental change.” Currently, they 

are running a digital rights campaign in Thailand to raise awareness and enhance democratic 

agency. As part of the Advancing Data Justice project, Engage Media will make important 

contributions thanks to extensive networks across a wide area spanning the Asia-Specific.  

Together, the varied perspectives, locations, and methodological approaches of these 12 

organisations will provide the ADJRP project with crucial feedback. Simultaneously, the project 

itself will aim to help these organisations to connect with one another as part of a global 

network whose collective power and pooled resources can continue to further the goal of 

advancing data justice. While the ADJRP team draws on this network to conduct in-depth 

stakeholder research in the coming months, the remaining applicants will continue to take an 

active part in the project. Each applicant made such an impression on the Advisory Board, 

ADJRP team, and Evaluation Panel that additional efforts have been made to ensure the 

outputs of the ADJRP project give profile to the important work being done across the globe to 

further data justice. Examples of data justice research conducted by these organisations will 

therefore be included in the Literature Review while these organisations will provide expert 

feedback through our online participatory platform, decidim.   

  

https://cn.okfn.org/
https://digitalnatives.academy/
https://engagemedia.org/
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